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Choice responding in adult humans on a discrete-trial button-pressing task was examined as a function
of amount, delay, and overall density (points per unit time) of reinforcement. Reinforcement consisted
of points that were exchangeable for money. In T 0 conditions, an impulsive response produced 4
points immediately and a self-control response produced 10 points after a delay of 15 s. In T 15
conditions, a constant delay of 15 s was added to both prereinforcer delays. Postreinforcer delays,
which consisted of 15 s added to the end of each impulsive trial, equated trial durations regardless of
choice, and was manipulated in both T 0 and T 15 conditions. In all conditions, choice was predicted
directly from the relative reinforcement densities of the alternatives. Self-control was observed in all
conditions except T 0 without postreinforcer delays, where the impulsive choices produced the higher
reinforcement density. These results support previous studies showing that choice is a direct function
of the relative reinforcement densities when conditioned (point) reinforcers are used. In contrast, where
responding produces intrinsic (immediately consumable) reinforcers, immediacy of reinforcement ap-
pears to account for preference when density does not.
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button press, humans

Self-control is often defined as a choice of a
large delayed reinforcer over a small imme-
diate reinforcer. Impulsiveness is defined as
the opposite choice (e.g., Logue, 1988; Rachlin
& Green, 1972). Choice between two rein-
forcers will vary depending on relative amounts
of and the relative delays to the receipt of the
two possible reinforcers (e.g., Mazur, 1987).
Behavioral accounts of self-control suggest that
if both reinforcers are sufficiently delayed, then
the larger, more delayed reinforcer will be cho-
sen. However, as the delays decrease, a rever-
sal of preference will occur and the smaller,
more immediate reinforcer will be chosen. For
example, Rachlin and Green (1972) found that
when pigeons were offered a choice between
immediate 2-s access to grain or 4-s access to
grain delayed 4 s, they invariably chose the
small reinforcer, corresponding to an impul-
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sive choice. However, as the delays to both
reinforcers were increased, the birds chose the
larger reinforcer more often. These results il-
lustrate a reversal of preference when equal
intervals are added to unequal delays of re-
inforcement.

Experimental studies of self-control typi-
cally involve a number of choices and rein-
forcements during each session. This suggests
that in addition to the effects that relative
amounts and delays of reinforcement have on
choice, the relative densities of reinforcement
may also influence choice. Density is defined
as the product of rate and amount of rein-
forcement per trial, that is, the amount of re-
inforcement divided by the total time between
reinforcements (i.e., prereinforcer delay, re-
inforcement delivery period, postreinforcer de-
lay and, possibly, the time spent to produce
the reinforcer). In studies without postrein-
forcer delays, the choice over the long term
(i.e., the experimental session) may be between
a larger number of small immediate reinforc-
ers and a smaller number of large delayed
reinforcers (see Rachlin, 1989, chapter 7). This
reduces to a choice between alternatives that
have reinforcement density as a fundamental
difference between them.

In self-control studies with humans, the
qualitative nature of the reinforcer used may
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determine the quantitative property (density
or immediacy) of reinforcement that controls
preference. Specifically, experiments that have
used immediately "consumable" (intrinsic) re-
inforcers that must be utilized as they occur
and cannot be "saved up" until the end of the
session have found that immediacy of rein-
forcement is a strong determinant of preference
(Millar & Navarick, 1984; Navarick, 1982,
1986, 1987; Solnick, Kannenberg, Eckerman,
& Waller, 1980). For example, strong im-
pulsive responding occurred in studies using
noise termination as the immediately consum-
able negative reinforcer (Navarick, 1982; Sol-
nick et al., 1980). Indeed, in these studies the
self-control alternative offered a higher rela-
tive reinforcement density, but density was sac-
rificed for immediate reinforcement. For ex-
ample, in the Navarick (1982) study, 5 s of
silence followed by 90 s of noise was preferred
(median choice proportion = .94) over 75 s of
noise followed by 20 s of silence (Navarick,
1982, p. 366, Table 1). When reinforcement
density, as calculated in the previous para-
graph, is determined for the alternatives, the
alternative of immediate silence (the impulsive
alternative) offered a reinforcement density of
0.053 and the alternative of delayed but ex-
tended silence (the self-control alternative) of-
fered a density of 0.210. This indicates that
subjects consistently chose the schedule with
the lower reinforcement density.

In studies using intrinsic positive reinforcers
(e.g., video-game playing: Millar & Navarick,
1984; picture viewing: Navarick, 1986, 1987),
impulsive responding occurred under condi-
tions without, or with minimal, postreinforcer
delays (Millar & Navarick, 1984; Navarick,
1986). In such conditions the impulsive choice
offered the highest relative reinforcement den-
sity. However, a degree of time urgency in
choice was evident in that subjects were found
to choose immediate reinforcement over de-
layed reinforcement when the amounts of re-
inforcement, intertrial intervals, and thus re-
inforcement densities were equal. It appears
that impulsive responding, or at least a pref-
erence for immediacy, occurs when consum-
able reinforcers are used. Under such condi-
tions relative density of reinforcement does not
predict choice.

In contrast to studies employing intrinsic
reinforcers, studies using conditioned rein-
forcers (i.e., points) typically have used free

operant procedures in which choice respond-
ing was maintained on concurrent variable-
interval (VI) schedules. These studies have all
obtained self-controlled responding in adult
subjects (e.g., Belke, Pierce, & Powell, 1989;
Logue, King, Chavarro, & Volpe, 1990;
Logue, Pefna-Correal, Rodriguez, & Kabela,
1986; cf. Sonuga-Barke, Lea, & Webley, 1989).
However, the basis for the self-control choices
in the free operant experiments in which choice
responses were made on concurrent VI sched-
ules is less clear, because the VI schedule itself
contributes to the interreinforcement interval
and thus to reinforcement density. To facilitate
comparison with the studies employing intrin-
sic reinforcers, the present experiment further
investigated effects of reinforcement density
under discrete-trials procedures. Reinforce-
ment density was manipulated by varying the
amount of reinforcement and the delays pre-
ceding and following reinforcement. Of par-
ticular interest was the preference reversal
phenomenon mentioned earlier and the extent
to which it might be predictable from the re-
inforcement densities associated with the
schedules. Postreinforcer delays were manip-
ulated between subjects, and prereinforcer de-
lays were manipulated both between subjects
and within subjects to determine whether re-
sponses to a specific set of prereinforcer delays
were influenced by prior exposure to different
prereinforcer delays.

METHOD
Subjects
The subjects were 34 introductory psychol-

ogy students at the University of Georgia who
participated in the experiment to fulfill part
of the course requirement or to gain extra credit.
Subjects signed up for sessions on an appoint-
ment sheet that offered times separated by 45
min.

Apparatus
The apparatus used was a Commodore@

128 computer interfaced with two push but-
tons. The buttons protruded from the top of a
platform (10 cm by 25 cm). The left half of
the platform was white and the right half was
blue. One button was located at the center of
each half of the platform.
The platform was positioned directly in front
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of the computer monitor. The subject sat di-
rectly in front of the monitor. All sessions were
conducted in a small white room (1.5 m by
2.1 m) that contained only a table, two chairs,
the computer, the buttons, and the subject. Re-
sponses on the white button are referred to as
"impulsive choices" and always produced the
smaller, more immediate reinforcer relative to
responses on the blue button, which are re-
ferred to as "self-control choices."

Procedure
Upon arriving at the experimental room,

subjects were asked to remove their watches
and read and sign an informed consent form.
All subjects were then read the following in-
structions:

This is an experiment on choice. The object
is to score points. You score points by pressing
buttons. Every point you earn is worth one cent.
At the end of the session, you will be given the
appropriate amount of money for the points
you have acquired. It is up to you to figure out
the best way to score points. Watch the com-
puter screen during the experiment. The screen
will say "press the white button," or "press the
blue button," or it will say "choose a button
and press it." Please make a choice when the
computer asks you to do so. If you do not make
a choice within three seconds of being asked,
the session will end and you will not receive
any money. The screen will also show how
many points you have, tell you if you must wait
before anything will happen, and provide you
with any other information you will need for
this experiment. You do not need to touch the
computer keyboard or any wires in order to
score points. The computer will tell you when
the experiment is complete. I will be in the hall
and will be able to see and hear you from there.
I cannot answer any questions when the ex-
periment is in progress, so if you have any
please ask them now.

For each subject, the instructions were read
once. If a subject had a question, the experi-
menter answered "yes," "no," or reread the
appropriate section of the instructions. Next
the experimenter said, "The experiment starts
NOW," pressed a key to start the experiment,
then went into the room across the hall. The
experiment lasted between 5 and 40 min, de-
pending on the condition to which the subject
was assigned and the subject's responding.

Points served as reinforcers in all conditions.

At the end of each session, 1 cent was ex-
changed for every point earned. Button presses
during the computer-prompted choice period
always earned 4 points for pressing the white
button and 10 points for pressing the blue
button. A previous study using free operant
procedures (Flora & Pavlik, 1990), employing
virtually the identical apparatus and the same
subject population, yielded virtually identical
response rates when conditions were identical
for the two responses. This suggests that nei-
ther position nor color biases existed. Based
on these observations, position and color pref-
erence were not controlled in the present study.
If a button was not pressed within 3 s of the
choice prompt, the session ended and the sub-
ject did not receive any money for points earned.
During forced-choice trials, subjects had 5 s,
not 3 s, to make a response. These limited-
hold contingencies were added to avoid un-
programmed variability in reinforcement den-
sity and to ensure that subjects attended to
stimuli on the screen. Conditions T 15 and T
0 represent between-subject comparisons, and
conditions T 15/0 and TO/15 represent within-
subject comparisons (T refers to the time in
seconds added to the standard prereinforcer
delays). Each of the conditions was studied
both with and without postreinforcer delays
following impulsive choices. Table 1 sum-
marizes the parameters of the study. The final
column provides a measure of the overall den-
sity of reinforcement. Points per second were
calculated by dividing the number of points
for each alternative by the sum of the prerein-
forcer delay, reinforcer delivery period, and the
postreinforcer delay.

Condition T 0/no postreinforcer delay. In this,
the simplest condition, subjects (2 males, 2
females) were presented with 36 trials, starting
with four forced-choice trials (white, blue,
white, blue) followed directly by 15 choice tri-
als, two forced-choice trials (blue, white), and
a final 15 choice trials. During choice trials,
the monitor screen was lighted yellow with
black alphanumeric characters. The prompt
"Choose a button and press it" was printed
directly above the subject's score. If the white
button was pressed, the reinforcement period
occurred immediately. During the reinforce-
ment period the monitor screen turned white
for 1 s, 4 points were added to the score, and
a high-pitched tone sounded once, ending the
trial. Then, immediately, the next trial started,
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Table 1

Successive periods following choice response (durations in seconds).

Prereinforcer Postreinforcer
delay Reinforcement period delay Total

Dura- Dura- Dura- dura-
Condition Choice tion Color tion Color Points tion Color tion Points/s

No postreinforcer delay
T 0 Impulsive 0 1 White 4 0 1 4.000

Self-control 15 Gray 1 Blue 10 0 - 16 0.625
T 15 Impulsive 15 Gray 1 White 4 0 16 0.250

Self-control 30 Gray 1 Blue 10 0 31 0.323

Postreinforcer delay
T 0 Impulsive 0 1 White 4 15 White 16 0.250

Self-control 15 Gray 1 Blue 10 0 16 0.625
T 15 Impulsive 15 Gray 1 White 4 15 White 31 0.129

Self-control 30 Gray 1 Blue 10 0 31 0.323

signaled by the screen turning yellow again
and prompting a choice (except when the next
trial was a forced-choice trial). If the blue but-
ton was pressed, a 15-s delay occurred. During
the delay period the monitor turned light gray
and the word "wait" was printed to the im-
mediate right of the subject's score. After the
delay period the monitor screen turned blue
for 1 s, 10 points were added to the score, and
a high-pitched tone sounded three times during
the 1-s period. Then, immediately, the next
trial was prompted.
On forced-choice trials, the monitor was light

green and prompted "Press the white button,
only the white button will work now," or "Press
the blue button, only the blue button will work
now." Once the appropriate button was
pressed, the programmed events were the same
as when the button was pressed during a choice
trial. If the inappropriate button was pressed,
no programmed consequences occurred.

Condition T 15/no postreinforcer delay. The
same procedure as in T 0/no postreinforcer
delay was used except that a constant time of
15 s was added to the prereinforcer delay for
both impulsive and self-control choices. Thus,
following an impulsive choice the screen turned
gray for 15 s followed by reinforcement by 4
points, whereas after a self-control choice the
screen turned gray for 30 s and the 10-point
reinforcer was then delivered. Two male and
2 female subjects were used in this condition.

Condition T 0/postreinforcer delay. The sub-
jects (1 male, 3 females) experienced the same
procedure as did the subjects in the T 0/no

postreinforcer delay condition, except that re-
inforcements following impulsive choices were
followed by a 15-s delay in which the screen
remained white. This produced equal inter-
trial intervals (16 s) following both impulsive
and self-control choices.

Condition T 15/postreinforcer delay. The
subjects (1 male, 4 females) experienced the
same procedure as did the subjects in the T
15/no postreinforcer delay condition, except
that reinforcements following impulsive choices
were followed by a 15-s delay in which the
screen remained white. This produced equal
intertrial intervals (31 s) following both im-
pulsive and self-control choices.

Conditions T 0/15 and T 15/0. In these
conditions, each subject received both the T 0
and T 15 prereinforcer delays described above.
In Condition T 0/15, the first four forced-
choice trials and 15 choice trials were admin-
istered under the T 0 condition, and the last
two forced-choice trials and final 15 choice
trials were conducted under the T 15 condition.
This sequence was reversed for Condition T
15/0. In both these within-subject conditions,
some subjects were studied with postreinforcer
delays and some without. Specifically, in Con-
dition T 0/15, 1 female and 3 male subjects
were studied without postreinforcer delays, and
1 male and 3 female subjects were studied with
postreinforcer delays. In Condition T 15/0, 2
male and 3 female subjects were studied with-
out postreinforcer delays, and 1 male and 3
females were studied with postreinforcer de-
lays.
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Table 2

Number of self-control choices for individual subjects in
the between-subjects comparison (final 15 trials).

Self-control
Condition Subject choices

No postreinforcer delay
T0 9 0

10 0
11 0
12 5

T 15 13 15
14 13
15 15
16 15

Postreinforcer delay
T0 26 12

27 13
28 9
29 15

T15 30 14
31 15
32 14
33 15
34 8

RESULTS
No subjects were eliminated because of fail-

ure to respond during the limited-hold choice
periods. The data analyzed were the number
of self-control choices made by each subject.
Table 2 presents individual-subject data for
the between-subjects comparison; Table 3
presents data for the within-subject compari-
son.

No Postreinforcer Delays
Fewer self-control choices (i.e., greater im-

pulsivity) occurred in the T 0 conditions rel-
ative to the T 15 conditions in both between-
and within-subject comparisons. Direction of
choice was directly related to the relative re-
inforcement densities (Table 1) of the two
schedules. Specifically, for all 30 choice trials,
in the between-subjects comparison, subjects
in Condition T 0 made a mean of 7.5 self-
control choices, and the subjects in Condition
T 15 made a mean of 25.25 self-control choices,
F(1, 6) = 21.512, p < .01. During the final
1 5 choice trials, subjects in Condition TO made
a mean of only 1.25 self-control choices, and
subjects in Condition T 15 made a mean of
14.5 self-control choices, F(1, 6) = 96.9, p <
.0001 (Figure 1, left).
The same pattern of results was observed

Table 3

Number of self-control choices for individual subjects in
the within-subject comparison.

Subject First 15 trials Second 15 trials

No postreinforcer delay
TO T 15

17 11 14
18 2 11
19 8 14
20 9 8

T 15 T0

21 7 8
22 15 1
23 12 5
24 13 15
25 8 1

Postreinforcer delay
TO T 15

35 2 13
36 9 15
37 12 14
38 13 8

T 15 TO

39 10 14
40 10 13
41 14 13
42 13 15

in the within-subject comparison (i.e., Con-
ditions T 0/15 and T 15/0) as that observed
in the between-subjects comparison (Figure 2,
left). However, preferences at different values
of T (0 or 15) for the within-subject compar-
isons were less extreme than in the between-
subjects comparison. When these data are
collapsed across sequences (0/15 and 15/0),
subjects made a mean of 6.5 self-control choices
at TO and a mean of 11.875 self-control choices
at T 15, F(1, 7) = 8.344, p < .05. As in the
between-subjects comparisons, the within-
subject comparisons revealed that mean choice
was directly related to the relative reinforce-
ment densities.
When T was changed from 0 to 15, the

subjects' responses (except Subject 20) became
more self-controlled (Figure 2, Tables 2 and
3). Similarly, when T was changed from 15
to 0, subjects' behavior (except Subject 24) be-
came more impulsive. Subject 21's data were
not included in the within-subject ANOVA,
or in Figure 2, because his behavior was clearly
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Fig. 1. Mean self-control choices during the final 15
choice trials as a function of prereinforcer delay for the
between-subjects comparisons, with and without postrein-
forcer delays.

an instruction response as opposed to being
contingency driven (see Baron & Galizio, 1983,
for a review of instruction-controlled respond-
ing). That is, this subject's behavior appeared
to be controlled by the four instructional
prompts during the first forced-choice trials:
"Press the white button.... Press the blue
button.... Press the white button.... Press
the blue button." This instructed switching
behavior was carried over to the choice trials
and was maintained throughout the experi-
ment.

Postreinforcer Delays Included
With postreinforcer delays included, all

subjects in all conditions made a majority of
self-control choices (Table 2). There were no

statistically significant differences between T
0 and T 15 in either the between-subjects, F(1,
6) = 3.075, or within-subject, F(1, 7) = 0.148,
comparisons. Most subjects made a majority
of self-control choices. Two exceptions, Sub-
jects 34 and 35, both made 50% self-control
choices. Subject 34's behavior, like that of Sub-
ject 21, appeared to be instruction controlled,
alternating impulsive and self-control choices,
and was not included in Figure 2 or the sta-
tistical analyses. (Data for Subject 35 were

included.)

TIME (IN S) ADDED TO PREREINFORCER DELAY

Fig. 2. Mean self-control choices as a function of pre-

reinforcer delays for within-subject comparisons, with and
without postreinforcer delays. The left-hand pair of bars
in each postreinforcer delay condition indicate that subjects
received the T 0 condition before the T 15 condition; the
right-hand pair of bars in each postreinforcer delay con-

dition indicate that subjects received the T 15 condition
before the T 0 condition.

In the between-subjects comparison, based
on the final 15 trials, subjects in the T 0 con-

dition made a mean of 12.25 self-control
choices, whereas subjects in the T 15 condition
made a mean of 14.5 self-control choices. In
the within-subject comparison, collapsing
across sequences, subjects made a mean of
11.375 self-control choices when T was 0 and
a mean of 12.125 self-control choices when T
was 15. Thus, regardless of the value of T,
when a postreinforcer delay was added to im-
pulsive choice trials, subjects chose the large
delayed reinforcer on the majority of trials in
both the between- and within-subject condi-
tions. With postreinforcer delays included, the
self-control choice provided the higher rein-
forcement density in both T 0 and T 15 con-
ditions (Table 1). Therefore, as in the con-
ditions without postreinforcer delays, choice
was directly related to the reinforcement den-
sities of the two schedules.
The particular sequence in which the two

prereinforcer delays were experienced (0/15
or 15/0) appeared to have no consistent effect
on responding when there were no postrein-
forcer delays (Figure 2). However, with post-
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reinforcer delays, more self-control choices were
made during the final 15 choice trials in both
sequences. This resulted, counterintuitively, in
even more self-control choices (on average) in
the T 0 condition than in the T 15 condition
in the 15/0 sequence, t(6) = 1.76, p > .05,
and may suggest that prior experiences can
operate to strengthen maximization tenden-
cies. However, this result was not statistically
significant, and such a possibility remains ten-
tative.

In the between-subjects comparisons shown
in Figure 1, the mean number of self-control
choices during the final 15 choice trials for the
T 0 condition was 1.25 when there was no
postreinforcer delay, but was 12.25 when there
was a postreinforcer delay. This difference in
self-control was statistically significant, F(1,
6) = 38.7. In contrast, the mean number of
self-control responses during the final 15 trials
in the T 15 conditions, both with and without
postreinforcer delays following impulsive
choices, was 14.5. Clearly, impulsive behavior
occurred only when there were neither prere-
inforcer nor postreinforcer delays and, there-
fore, only when the overall density of rein-
forcement was greater for the impulsive choice
than for the self-control choice.

DISCUSSION
The principal finding of the present study

was that impulsive responding was produced
in adult humans in a discrete-trial task with
conditioned reinforcers (points), but only un-
der conditions in which the overall density of
reinforcement (points per second) was greater
for impulsive responding than for self-control
responding. The effect of varying prereinforcer
delays is shown most clearly in the left portion
of Figure 2. Here, without postreinforcer de-
lays, within-subject increases or decreases in
prereinforcer delays resulted in substantial
shifts from impulsive to self-control respond-
ing, or vice versa. However, when postrein-
forcer delays were used, no shift in responding
occurred, presumably because the self-control
alternative continued to offer the higher re-
inforcement density.
The finding that density of reinforcement

controlled choice in this study is consistent with
the results of Experiment 1 of Logue et al.
(1986), which employed a discrete-trials pro-
cedure with postreinforcer delays included.

This resulted in a greater reinforcer density
for self-control choices, and consistent self-con-
trol was observed. Together with the findings
of free operant experiments, the results from
the discrete-trials procedures suggest that var-
ious equations that have been offered to de-
scribe choice behavior (e.g., Herrnstein, 1970;
Logue, 1988; Mazur, 1987; Rachlin, 1989;
Williams, 1988) should include a term de-
scribing the relative overall densities of rein-
forcement independent of relative amounts and
delays of individual reinforcers. In fact, Rach-
lin (1989) and Williams (1988) do suggest
equations that include such a term.

Finally, the role of relative density of re-
inforcement in determining choice responding
in humans may be of primary importance only
when responses produce conditioned positive
reinforcers that can be accumulated over time,
as in the present study. In cases in which re-
sponding produces immediately consumable
positive reinforcers, overall density appears to
play a lesser role. With both video game play-
ing and picture viewing as reinforcers, when
reinforcement density was equal for the two
alternatives a preference for immediacy was
observed (Millar & Navarick, 1984; Navarick,
1986; cf. Navarick, 1987). In cases in which
responding is negatively reinforced, immedi-
acy of reinforcement has been observed to play
a greater role than overall density. In these
studies, subjects chose immediate but brief es-
cape over delayed but extended escape; this
preference reduced the total amount of escape
or reinforcement density (e.g., Navarick, 1982;
Solnick et al., 1980). Of course, this suggests
that the particular effects of different variables
(including relative reinforcement density) on
choice behavior may well depend upon the
particular type of reinforcer used and that no
simple single mathematical equation for choice
behavior may be feasible.

REFERENCES

Baron, A., & Galizio, M. (1983). Instructional control
of human operant behavior. The Psychological Record,
33, 495-520.

Belke, T. W., Pierce, W. D., & Powell, R. A. (1989).
Determinants of choice for pigeons and humans on
concurrent-chains schedules of reinforcement. Journal
of the Experimental Analysis of Behavior, 52, 97-109.

Flora, S. R., & Pavlik, W. B. (1990). Conventional and
reversed partial reinforcement effects in human oper-



208 STEPHEN R. FLORA and WILLIAM B. PAVLIK

ant responding. Bulletin of the Psychonomic Society, 28,
429-432.

Herrnstein, J. R. (1970). On the law of effect. Journal
of the Experimental Analysis of Behavior, 13, 243-266.

Logue, A. W. (1988). Research on self-control: An in-
tegrating framework. Behavioral and Brain Sciences, 11,
666-709.

Logue, A. W., King, G. R., Chavarro, A., & Volpe, J. S.
(1990). Matching and maximizing in a self-control
paradigm using human subjects. Learning and Moti-
vation, 21, 340-368.

Logue, A. W., Penia-Correal, T. E., Rodriguez, M. L., &
Kabela, E. (1986). Self-control in adult humans:
Variation in positive reinforcer amount and delay.
Journal of the Experimental Analysis of Behavior, 46,
159-173.

Mazur, J. E. (1987). An adjusting procedure for study-
ing delayed reinforcement. In M. L. Commons, J. E.
Mazur, J. A. Nevin, & H. Rachlin (Eds.), Quantitative
analyses of behavior: Vol. 5. The effect of delay and of
intervening events on reinforcement value (pp. 55-73).
Hillsdale, NJ: Erlbaum.

Millar, A., & Navarick, D. J. (1984). Self-control and
choice in humans: Effects of video game playing as a
positive reinforcer. Learning and Motivation, 15, 203-
218.

Navarick, D. J. (1982). Negative reinforcement and
choice in humans. Learning and Motivation, 13, 361-
377.

Navarick, D. J. (1986). Human impulsivity and choice:
A challenge to traditional operant methodology. The
Psychological Record, 36, 343-356.

Navarick, D. J. (1987). Reinforcement probability and
delay as determinants of human impulsiveness. The
Psychological Record, 37, 219-226.

Rachlin, H. (1989). Judgment, decision, and choice: A
cognitive/behavioral synthesis. New York: Freeman.

Rachlin, H., & Green, L. (1972). Commitment, choice
and self-control. Journal of the Experimental Analysis of
Behavior, 17, 15-22.

Solnick, J. V., Kannenberg, C. H., Eckerman, D. A., &
Waller, M. B. (1980). An experimental analysis of
impulsivity and impulse control in humans. Learning
and Motivation, 11, 61-77.

Sonuga-Barke, E. J. S., Lea, S. E. G., & Webley, P.
(1989). The development of adaptive choice in a self-
control paradigm. Journal of the Experimental Analysis
of Behavior, 51, 77-85.

Williams, B. A. (1988). Reinforcement, choice, and re-
sponse strength. In R. C. Atkinson, R. J. Herrnstein,
G. Lindzey, & R. D. Luce (Eds.), Stevens' handbook of
experimental psychology, 2nd ed. (Vol. 2, pp. 167-244).
New York: Wiley Interscience.

Received January 16, 1991
Final acceptance November 6, 1991


